
Introduction
Organizing talks and poster 
presentations into scientifically 
coherent sessions is non-trivial 
at a large scale. Motivated by 
recent applications of large 
language models (LLMs) in 
topic extraction and clustering 
of scientific literature [1], we 
were interested in whether an 
LLM could reduce human 
efforts (i.e., ~40 HIWI-hours) at 
a reasonable cost (i.e., <€1).
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Methods & Materials
Text.  Human reviewers accepted 138 talks and 274 posters. Input texts 
were the title, abstract, author keyword, and reviewer keyword. 
LLM embedding. We used OpenAI embedding model “text-embedding-
3-large” (https://platform.openai.com/docs/models#embeddings). For 
comparison, open-source Sentence BERT model “all-mpnet-base-v2”
(https://huggingface.co/sentence-transformers/all-mpnet-base-v2) was 
used. We used squared Euclidean distance for Ward linkage (Fig 2).
Iterative hierarchical clustering. Since the clustering is restricted by the 
number of talks per session, an iterative algorithm was used [2,3] that 
prunes leaves in the best branch at each iteration (Fig 3).
Post-processing. A human expert (D.S.) adjusted clustering to increase 
within-cluster coherence (~10 PhD/PD-hours). 
Optimal spatiotemporal curation. Since no attendee is omnipresent😇, 
parallel sessions were made maximally distant to avoid conflicts. Moreover, 
the poster clusters in the same room (and posters within each cluster) were 
placed to align physical and semantic proximities (Fig 4). 

Fig 1. Methods overview. Model=“GPT-4o”; Prompt=“can you make 
it a bit cuter not gross?”. Of course, this has nothing to do with 
the actual methods but is very cute. 🥰

Fig 3. Iterative hierarchical clustering. As a toy example, we are to find 2 clusters with 2 
leaves and 3 leaves, respectively. (a) The best cluster (red) is found in the first iteration. (b)
The cluster is too big (3 leaves > 2 leaves), thus the algorithm prunes one distant leaf. (c) The 
best cluster (blue) is found in the second iteration. The algorithm ends with {1,2}, {3,4,5}.

Fig 4. Optimal spatiotemporal curation. (a) A linkage structure 
was found on cluster-wise (averaged) embedding vectors. Then, the 
clusters were hyper-clustered into two rooms. This was for atten-
dees to be able to see all the interesting posters in one room (i.e., 
path minimization). (b) In each room-topic cluster, the closest triplet 
of posters was iteratively found, and then they were randomly 
assigned to either of three days to ensure that poster presenters 
could also visit other posters of their interest. (c) Finally, posters 
(P1, P2, …) within each day-room-topic cluster were again ordered 
based on their semantic similarity (i.e., physically close posters are 
also semantically close along the path of viewing [red arrow]; also 
minimizing the motion path).
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Conclusion
While the automated cluster-
ing algorithm yielded better-
than-nothing groundwork, it 
still required a considerable 
amount of human post-
processing (Fig 5,6). This 
suggests that LLM-based 
tools can be helpful to some 
extent when combined with 
human expertise.

Fig 2. Embedding extraction. 
OpenAI model running cost was 0.69 
USD for 447K tokens. sBERT model 
was freely hosted from 🤗. 

LLM 
embedding 

API
abstracts

# Abstracts 
x 

# Emb. Dim

#Talks=138 #Posters=274, #OpenAI=3072, #sBERT=768

0 .5 1 1 .5 2 2 .5

Ward linkage
A530
A531
A115
A548
A379
A296
A344
A110
A001
A561
A221
A563
A595
A422
A146
A527
A425
A281
A035
A481
A313
A204
A114
A153
A170
A056
A399
A309
A610
A094
A095
A585
A125
A300
A286
A449
A493
A231
A176
A552
A149
A534
A380
A132
A190
A271
A562
A010
A136
A219
A445
A145
A004
A551
A247
A290
A452
A553
A210
A273
A292
A483
A388
A537
A504
A564
A395
A538
A529
A351
A571
A007
A441
A498
A237
A357
A584
A362
A424
A266
A446
A579
A532
A384
A082
A557
A201
A578
A329
A479
A490
A385
A486
A586
A254
A433
A495
A492
A375
A420
A574
A526
A589
A568
A590
A321
A401
A475
A400
A280
A015
A484
A597
A523
A177
A291
A169
A058
A173
A203
A391
A397
A185
A325
A211
A108
A450
A440
A451
A407
A429
A209
A005
A205
A502
A342
A299
A334
A368
A389
A323
A367
A491
A359
A545
A627
A618
A628
A369
A065
A614
A596
A366
A616
A328
A573
A336
A416
A017
A272
A196
A560
A515
A353
A061
A461
A361
A456
A507
A412
A466
A120
A304
A260
A270
A307
A331
A242
A602
A187
A006
A130
A347
A365
A536
A297
A358
A426
A593
A620
A513
A402
A195
A011
A356
A501
A243
A540
A467
A355
A489
A363
A567
A178
A612
A558
A287
A554
A151
A155
A371
A080
A282
A320
A097
A587
A284
A411
A503
A478
A615
A332
A403
A392
A468
A533
A604
A276
A293
A306
A480
A294
A295
A310
A583
A435
A370
A460
A544
A396
A539
A088
A611
A274
A220
A183
A311
A447
A374
A147
A319
A256
A275
A214
A341
A437
A453
A430
A277
A405
A318
A383
A343
A547
A372
A520
A470
A487
A518
A393
A144
A373
A378
A576

Optimal cluster ing: Cutoff=1.154, Silhouette=0.064

C01

C02

C03

C04

C05

C06

C07

C08

C09

C10

C11

C12

C13

C14

C15

C16

C17

C18

C19

C20

C21

C22

4 4.5 5
Ward linkage

1

2

3

4

5

Le
av

es

First iteration

4 4.5 5
Ward linkage

1

2

3

4

5

Le
av

es

First iteration

4 4.5 5
Ward linkage

3

4

5

Le
av

es

Second iteration(a) (b) (c)

Cut-off

Pruned!

0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Ward linkage

A506
A508
A141
A477
A542
A002
A565
A241
A245
A591
A206
A191
A301
A098
A458
A600
A137
A559
A218
A572
A126
A409
A288
A459
A528
A570
A255
A158
A601
A034
A326
A414
A239
A543
A473
A575
A285
A443
A581
A494
A165
A413
A234
A439
A418
A404
A519
A387
A012
A305
A122
A592
A179
A339
A555
A550
A594
A386
A229
A442
A454
A421
A238
A228
A333
A510
A455
A617
A013
A577
A472
A335
A039
A556
A033
A406
A462
A261
A488
A252
A092
A298
A521
A474
A345
A230
A398
A308
A566
A278
A582
A525
A354
A569
A546
A259
A235
A410
A302
A327
A423
A500
A217
A496
A465
A224
A016
A119
A113
A457
A512
A613
A431
A588
A207
A263
A163
A060
A464
A014
A200
A232
A505
A476
A448
A192
A517
A497
A598
A003
A408
A250
A322
A198
A499
A324
A509
A522

Optimal cluster ing: Cutoff=1.123, Silhouette=0.100

C01

C02

C03

C04

C06

C07

C08

C09
C10

C11

C12

C13

C14

C15

C16

C17

C18

C19

C20

C21

C22

C23

C24

C25

C26

C27

C28

(a) Optimal clustering with OpenAI (b) Talk session clusterings compared

Fig 5. Talk session clustering. (a) Optimal clustering based 
on OpenAI for 28 clusters in a dendrogram. Abstract submis-
sion numbers (A*) are shown vertically, Ward linkage distance 
between clusters is shown horizontally. (b) Alluvial plot [4] 
displays cluster changes across clustering methods (optimal-
sb, optimal clustering with sBERT-embedding; optimal-oa, 
optimal clustering with OpenAI-embedding, iterative-oa, 
iterative hierarchical clustering with cluster-size constraints; 
human, clustering after human post-processing). Cluster 
indices were arbitrarily assigned. Thicker connections across 
methods indicate more preservation of clustering structures. 

(a) Optimal clustering with OpenAI (b) Poster session clusterings compared

Fig 6. Poster session clustering. (a) Optimal 
clustering based on OpenAI for 22 clusters in a 
dendrogram. The optimal number of clusters (K=22) 
was determined based on the silhouette score. (b)
Alluvial plot displays cluster changes across cluster-
ing methods (optimal-sb, optimal clustering with 
sBERT-embedding; optimal-oa, optimal clustering 
with OpenAI-embedding, human, clustering after 
human post-processing). 

We hope you enjoy the tour!
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